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Computer Architecture 101

Stampede Supercomputer

Stampede has 6,400 nodes [3]
56 GB/s FDR Infiniband interconnect

Socket:
• 2.7 GhZ
• 8 Cores
• 8 DP FP operations per clock cycle
• 64 GB L1 Cache/core
• Vector width: 4 double precision items

Stampede compute node [3]:
• 2 Sockets per Node ➔
  2 Xeon E5 processors
• 1 Xeon Phi coprocessor
• 32 GB Memory
• 250 GB Disk
Parallelism at All Levels

- Parallelism across multiple nodes or process
- Parallelism across threads
- Parallelism across instructions
- Parallelism on data – SIMD Single Instruction Multiple Data
Von Neumann architecture

- Instruction and data are stored in memory
- Instructions are read by a control unit
- Arithmetic/logic unit is responsible for computation
- CPU consists of control and arithmetic units with interfaces to memory and I/O
- Compiler translates high level language into instructions that can be stored and executed
Difficulties with the van Neumann architecture

- Instructions and data must be fed continuously to control and arithmetic units
  - Speed of memory is the limiting factor on compute performance
    - *Neumann bottleneck*
- Sequential architecture
  - SISD (Single Instruction Single Data)
- Modified and extended for modern processors
  - Parallelism on all levels of a machine
Memory hierarchy

1. CPU/Arithmetic unit issues a load request to transfer a data item to a register
2. Cache logic automatically checks all cache levels if data item is already in cache
3. If data item is in cache “cache hit” it is loaded to register.
4. If data item is in no cache level (“cache miss”) data item is loaded from main memory and a copy is held in cache

If cache is already full another cache line must be invalidated or “evicted” in 4
Performance Metrics

• Every component of a CPU can operate at some maximum speed
  • Peak Performance
• Applications generally cannot achieve peak performance
• Floating-point operations per second (FLOPS)
  • Counting only multiply add
  • Other operations are more expensive
• Modern processors can deliver at between 2 or 8 FLOPS per clock cycle
• Typical clock frequency between 2 and 3 GHz
Floating Point Performance

\[ P = n_{\text{core}} \times F \times S \times \nu \]

- Example: Intel Xeon E5 on Stamped
  - Number of cores: 8 \( n_{\text{core}} \)
  - FP instructions per cycle: 2 (1 Multiply and 1 add) \( F \)
  - FP operations / instruction (SIMD): 4 (dp) / 8 (sp) \( S \)
  - Clock speed: 2.7 GHZ \( \nu \)

\[ P = 173 \text{ GF/s (dp)} \quad \text{or} \quad 346 \text{ GF/s (sp)} \]

- But: \( P = 5.4 \text{ GF/s (dp)} \) for serial, non-SIMD code
Memory Performance

- Path from and to caches and memory is generally the bottleneck for application performance.
- Bandwidth is the performance measure for memory
  - Gbytes/sec
Data-centric view of a microprocessor

- GFlops/sec
- Gbytes/sec

- Describe the most relevant performance features of microprocessors
- Memory access is generally the limiting factor for performance
  - Data centric view
Optimize for memory access

- Page Fault, file on IDE disk: 1,000,000,000 cycles
- Page Fault, file in buffer cache: 10,000 cycles
- Page Fault, file on ram disk: 5,000 cycles
- Page Fault, zero page: 3,000 cycles
- Main memory access: about 200 cycles
- L3 cache hit: about 52 cycles
- L1 cache hit: 2 cycles

The Core i7 can issue 4 instructions per cycle. So a penalty of 2 cycles for L1 memory access means a missed opportunity for 7 instructions.
Peak vs. Realized Performance

Peak performance = guaranteed not to exceed
Realized performance = what you achieve

Scientific applications realize as low as 1-25% of peak on microprocessor-based systems

Reason: mismatch between application and architecture capabilities
  • Architecture has insufficient bandwidth to main memory:
    • microprocessors often provide < 1 byte from memory per FLOP
    • scientific applications often need more
  • Application has insufficient locality
    • irregular accesses can squander memory bandwidth
    • use only part of each data block fetched from memory
    • may not adequately reuse costly virtual memory address translations
  • Exposed memory latency
    • architecture: inadequate memory parallelism to hide latency
    • application: not structured to exploit memory parallelism
  • Instruction mix doesn’t match available functional units
Low-level benchmarking

• Benchmark to test some specific feature of the architecture
  • Peak performance
  • Memory bandwidth

• Example of benchmark is vector triad
  • Measures performance of data transfers between memory and arithmetic units
  • \( A(:,) = B( :) + C(:,) \times D( :) \)
  • 3 load streams
  • 1 store stream
  • 2 Flops
Stream example

• See notebook
Performance Analysis and Tuning

- Increasingly necessary
  - Gap between realized and peak performance is growing
- Increasingly hard
  - Complex architectures are harder to program effectively
    - complex processors: pipelining, out-of-order execution, VLIW
    - complex memory hierarchy: multi-level non-blocking caches, TLB
  - Optimizing compilers are critical to achieving high performance
    - small program changes may have a large impact
  - Modern scientific applications pose challenges for tools
    - multi-lingual programs
    - many source files
    - complex build process
    - external libraries in binary-only form
  - Many tools don’t help you identify or solve your problem
Tuning Applications

- Performance is an interaction between
  - Numerical model
  - Algorithms
  - Problem formulation (as a program)
  - Data structures
  - System software
  - Hardware
- Removing performance bottlenecks may require dependent adjustments to all
Having fun with compiler options
The Joy of Compiler Options

• Every compiler has a different set of options that you can set.
• Among these are options that control single processor optimization:
  • Superscalar,
  • Pipelining
  • Vectorization
  • Scalar optimizations
  • Loop optimizations
  • Inlining
  • Many more
GCC optimization options

Example Compile Lines

- GCC
  - gfortran -Ofast -fopt-info-optimized
- Intel
  - ifort -fast -simd -vec-report3 -opt-report2
- Portland Group f90
  - pgf90 -fastsse -Mipa=fast
Scalar Optimizations

- Copy Propagation
- Constant Folding
- Dead Code Removal
- Strength Reduction
- Common Subexpression Elimination
- Variable Renaming
- Vectorization of loops
- Not every compiler does all of these, so it sometimes can be worth doing these by hand.
What is Vector or SIMD Code

- Processor can execute one instruction on a few elements
  - SSE: 4 elements at a time
  - AVX: 8 elements at a time
  - MIC: 16 elements at a time

- Stream:
  - Scalar code computes result one element at a time

```c
for (j=0; j<STREAM_ARRAY_SIZE; j++)
a[j] = b[j]+scalar*c[j];
```
SIMD

• Each instruction operates on multiple operands → SIMD

• Idea:
  • Perform identical operations on a whole array/vector of data (with integer or FP operands)
  • A single instruction triggers perform multiple INT or FP ops → Data parallelism

• (Superscalarity: Execute several instructions per cycle in parallel)
Data Parallel SIMD Processing

- Requires independent vector-like operations ("Data parallel")
- Compiler is required to generate "vectorized" code → Check compiler output
- Check for the use of "Packed SIMD" instructions at runtime (e.g., with tools such as likwid) or in the assembly code
- Packed SIMD may require alignment constraint, e.g. 16-Byte alignment for efficient load/store on Intel Core2 architectures
- Check also for SIMD LOAD / STORE instructions
  - Arithmetic is not the only work that needs to be done
- Use of packed SIMD instructions reduces the overall number of instructions (typical theoretical max. of 4 instructions / cycle)
SIMD → Boosting Performance

• Putting it all together: Modern x86-based Intel / AMD processor
  • One FP MULTIPLY and one FP ADD pipeline can run in parallel and have a throughput of one FP instruction/cycle each
    → Maximum 2 FP instructions/cycle
  • Each pipeline operates on 128 (256) Bit registers for packed SSE (AVX) instructions
    → 2 (4) double precision FP operations per SSE (AVX) instruction

• 4 (8) FP operations / cycle (1 MULT & 1 ADD on 2 (4) operands)

• Peak performance of 3 GHz CPU (core):
  • SSE: 12 GFlop/s or AVX: 24 GFlop/s (double precision)
  • SSE: 24 GFlop/s or AVX: 48 GFlop/s (single precision)

• BUT for scalar code: 6 GFlop/s (double and single precision)!
SIMD on x86 Processors

• When given correct options, the compiler will automatically try to vectorize simple loops
  • Rules for vectorizability similar as for SMP parallelization or "real" vector machines
  • [https://software.intel.com/en-us/articles/requirements-for-vectorizable-loops](https://software.intel.com/en-us/articles/requirements-for-vectorizable-loops)
• SIMD can also be used directly by the programmer if compiler fails
• Several alternatives:
  • Assembly language
    • For experts only
  • Compiler Intrinsics
    • Map closely to assembler instructions, programmer is relieved of working with registers directly.
  • C++ class data types and operators
    • High-level interface to SIMD operations. Easy to use, but restricted to C ++.
Intel Compiler

- Intel compiler will try to use SIMD instructions when enabled to do so
  - Compiler will emit messages about vectorized loops:
    triad.f90 (11): (col. 9) remark: LOOP WAS VECTORIZED.
  - Use option -vec_report 3 to get full compiler output about which loops were vectorized and which were not and why (data dependencies!)
  - Some obstructions will prevent the compiler from applying vectorization even if it is possible
  - Caveat: “LOOP WAS VECTORIZED” does not mean that the full potential of SIMD has been exploited
    - Typical situation: vectorized arithmetic but scalar loads/stores
- You can use source code directives to provide more information to the compiler
Intel Vectorization Options

• Current Intel compilers vectorize automatically
  • Option “-no-vec” disables vectorization

• Controlling non-temporal stores
  • `-opt-streaming-stores always|auto|never`
    • Always
      • Using NT stores, assume application is memory bound
    • Auto
      • Compiler decides when to use NT stores
    • Never
      • Do not use NT stores unless activated by source code directive

• Caveat: Compiler will sometimes be “overly smart” – check in-cache performance
Vectorization Directives

- Fine-grained control of loop vectorization
- Use `!DEC$` (Fortran) or `#pragma` (C/C++) sentinel to start a compiler directive
  - vectorize even if it seems inefficient (hint!)
  - `#pragma novector`
    - do not vectorize even if possible
  - `#pragma simd`
    - Enforces vectorization of loops
  - `#pragma ivdep`
    - Ignore assumed vector dependencies

- `#pragma vector aligned`
  - specifies that all array accesses are aligned to 16-byte boundaries (DANGEROUS! You should not lie about this!)
Programming Guidelines

• To vectorize a loop you may need to make simple changes
  • https://software.intel.com/en-us/articles/requirements-for-vectorizable-loops
• Use
  • Simple for loops
  • No if statement in loops
  • No function calls
  • Fortran (or use restrict in C on pointers)
Loop Optimizations

• Hoisting Loop Invariant Code
• Unswitching
• Iteration Peeling
• Index Set Splitting
• Loop Interchange
• Unrolling
• Loop Fusion
• Loop Fission
• Not every compiler does all of these, so it sometimes can be worth doing some of these by hand.
Why Do We Care?

**Loops** are the *favorite control structures* of High Performance Computing, because compilers know how to *optimize* their performance using instruction-level parallelism: superscalar, pipelining and vectorization can give excellent speedup.

*Loop carried dependencies* affect whether a loop can be parallelized, and how much.
Unswitching

\[
\begin{aligned}
&\text{DO } i = 1, n \\
&\text{DO } j = 2, n \\
&\quad \text{IF } (t(i) > 0) \text{ THEN} \\
&\quad \quad a(i,j) = a(i,j) \times t(i) + b(j) \\
&\quad \text{ELSE} \\
&\quad \quad a(i,j) = 0.0 \\
&\quad \text{END IF} \\
&\text{END DO} \\
&\text{END DO}
\end{aligned}
\]

Before

The condition is \textit{j-independent.}

After

So, it can migrate outside the \textit{j} loop.
Loop Interchange

Before

\[
\text{DO } i = 1, ni \\
\quad \text{DO } j = 1, nj \\
\quad \quad a(i,j) = b(i,j) \\
\quad \text{END DO} \\
\text{END DO}
\]

After

\[
\text{DO } j = 1, nj \\
\quad \text{DO } i = 1, ni \\
\quad \quad a(i,j) = b(i,j) \\
\quad \text{END DO} \\
\text{END DO}
\]

Array elements \(a(i,j)\) and \(a(i+1,j)\) are near each other in memory, while \(a(i,j+1)\) may be far, so it makes sense to make the \(i\) loop be the inner loop. (This is reversed in C, C++ and Java.)
Improving Memory Performance - Tiling

• **Tile**: a small rectangular subdomain of a problem domain. Sometimes called a **block** or a **chunk**.

• **Tiling**: breaking the domain into tiles.

• Tiling strategy: operate on each tile to completion, then move to the next tile.

• Tile size can be set at runtime, according to what’s best for the machine that you’re running on.
The Advantages of Tiling

• It allows your code to exploit data locality better, to get much more cache reuse: your code runs faster!
• It’s a relatively modest amount of extra coding (typically a few wrapper functions and some changes to loop bounds).
• If you don’t need tiling – because of the hardware, the compiler or the problem size – then you can turn it off by simply setting the tile size equal to the problem size.
Summery

• Find optimized libraries first
• Try the compiler next
  • Select options
  • Review compiler output, e.g. a loop can’t be vectorized
• Profile
  • Rewrite only code which is relevant to your performance
• Rewrite code
  • Get the loop ordering right
  • Avoid if statement in a loop
  • Look at cache behavior too
    • Blocking/Tiling
Summary

- Readable and correct code is more important than fast and obfuscated code
- Optimize for memory hierarchy
- Profile to identify hotspots
- Applied to real CFD code